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Abstract. A two-dimensional lattice-gas model with square symmetry is investigated by using the real-
space renormalization group (RSRG) approach with blocks of different size and symmetries. It has been
shown that the precision of the method depends strongly not only on the number of sites in the block
but also on its symmetry. In general, the accuracy of the method increases with the number of sites in
the block. The minimal relative error in determining the critical values of the interaction parameters is
equal to 0.13%. Using the RSRG method, we have explored phase diagrams of both a two-dimensional
Ising spin model and of a square lattice gas with lateral interactions between adparticles. We also have
investigated the influence of the attractive and repulsive interactions on both the thermodynamic properties
of the lattice gas and the diffusion of adsorbed particles over surface. We have calculated adsorption
isotherms and coverage dependences of the pair correlation function, isothermal susceptibility and the
chemical diffusion coefficient. In addition, we have included in our analysis the interaction of the activated
particle in the saddle point with its nearest neighbors. We have also used Monte Carlo (MC) technique
to calculate these dependences. Despite the fact that both methods constitute very different approaches,
the correspondence of the numerical data is surprisingly good. Therefore, we conclude that the RSRG
approach can be applied to characterize the thermodynamic and kinetic properties of systems of particles
with strong lateral interactions.

PACS. 64.60.Ak Renormalization-group, fractal, and percolation studies of phase transitions –
68.35.Rh Phase transitions and critical phenomena – 68.35.Fx Diffusion; interface formation

1 Introduction

The migration of adsorbates on solid surfaces plays an
essential role in many physical and chemical processes
such as adsorption, desorption, melting, roughening, crys-
tal and film growth, catalysis and corrosion. Understand-
ing surface diffusion is one of the keys to controlling these
processes.

In recent years, the effects of lateral interactions on
the chemical surface diffusion coefficient of adsorbed par-
ticles have been intensively investigated using many differ-
ent theoretical methods applicable to critical phenomena
[1–6]. It has been found that adparticle interactions can
strongly influence surface diffusion, especially at low tem-
peratures and in the close vicinity of phase transitions. It
is intuitively expected that attractive interactions between
adsorbed species inhibit the adparticle migration and thus
slow down surface diffusion. In contrast, repulsive inter-
actions are expected to accelerate surface diffusion. De-
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spite their simplicity, these rules describe the qualitative
behavior of surface diffusion processes for many systems.
However, the most sophisticated methods are required for
the description of surface diffusion in case of strong lateral
interactions between adparticles which force the system to
order below a critical temperature. The critical behavior
of the tracer, jump and chemical diffusion coefficients has
been discussed in the literature [7–10].

The Monte Carlo (MC) simulation of surface diffusion
is one of the most reliable methods which can be used
in order to study adparticle diffusion on different lattices
and for various sets of the interaction parameters. How-
ever, the MC method is very time consuming and requires
powerful computers.

In the present work we have investigated the diffusion
of adsorbed particles on a square lattice by the RSRG ap-
proach. The results have been compared to correspond-
ing MC data. We have explored and compared differ-
ent physical situations, (1) repulsive and (2) attractive
nearest neighbor (nn) interactions affecting the ground
state of adsorbed particles, and two different diffusional
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Fig. 1. c(2×2) ordered
lattice gas phase on a
square lattice. Several
blocks of sites used for
RSRG transformations
are shown. Arrows de-
note the four possible
jumps of an adparticle.

mechanisms, which (a) consider and (b) neglect the inter-
action of the activated particle in the saddle point of the
potential barrier with its nearest neighbors. Using a fully
parallelized algorithm in conjunction with the Cray T3E
(LC768-128) supermassive parallel computer operated by
the Max-Planck community in Garching/Germany, we
have investigated 11 different RSRG transformations with
block sizes varying from 4 to 17 sites. We have explored the
phase diagram of a square lattice gas with strong repul-
sion between the adparticles and the corresponding phase
diagram of a 2D antiferromagnet in an external magnetic
field. We have also calculated the coverage dependences
of the chemical diffusion coefficient of adparticles for at-
tractive and repulsive lateral interactions between adparti-
cles. We have considered pairwise interactions of activated
adparticles with their nearest neighbors and shown that
these interaction changes drastically the behavior of the
chemical diffusion coefficient.

The outline of this paper is as follows: the evolution
equation and the expression for the diffusion coefficient are
described in Section 2. The RSRG approach employed is
discussed in Section 3 and details of the MC simulations
are given in Section 4. The phase diagrams, adsorption
isotherms and coverage dependences of different thermo-
dynamic quantities and chemical diffusion coefficient are
presented in Section 5.

2 Diffusion of particles on a square lattice

In the following we will consider an ideal solid surface
of square symmetry. The potential relief minima of the
surface form a two-dimensional square lattice with lattice
constant a as shown in Figure 1. We will assume that
adsorbed particles will occupy these lattice sites. If their
adsorption energy ε is large relative to the thermal energy
(ε� kBT ) the adparticles will almost always be located in
the minima, jumping from time to time to empty nn sites.
In this case the thermodynamical state of the adparticle
system is completely described by a set of site occupation
numbers {ni} with

ni =

{
1 if the ith site is occupied,
0 if the ith is empty.

(1)

Here the index i = 1, 2, ..., N labels the N sites of the
square lattice.

In thermodynamic equilibrium, the system is described
by the statistical operator ρ,

ρ = Q−1 expβ(µNa −Ha) (2)

with β ≡ 1/kBT . Here the number of adparticles Na is
given by

Na =
∑
i

ni. (3)

The system Hamiltonian Ha can be written as

Ha = −εNa + ϕ
∑
〈nn〉

ninj (4)

with µ as chemical potential, ϕ as pair interaction energy
of particles adsorbed in the nn sites, symbol 〈nn〉 means
that summation is performed over all lattice bonds just
once.

The grand partition function Q appearing in equa-
tion (2) is written as

Q =
∑
{ni}

expβ(µNa −Ha). (5)

The summation in equation (5) is carried out over all 2N
configurations of the adparticle system.

The occupation numbers change with time due to ad-
particle jumps. The balance equation for a given ith site
can be written as

ni(t+∆t)− ni(t) =
∑
nn

(Jji − Jij). (6)

Jij represents the number of jumps from the site i to the
site j during the time interval∆t; the summation is carried
out over four nns of the ith site. For small ∆t one can
define the regular and fluctuating parts of the particle
flux as follows:

Jij = (νijnihj + δJij)∆t (7)

where hj = 1 − nj , νij is the frequency of jumps from
the ith site to the jth site. The multiplier nihj ensures
that the jump proceeds from occupied to empty sites only.
The term δJij∆t ≡ Jij − νijnihj∆t represents the jump
fluctuations from the ith site to the jth site during the
small time interval ∆t.

Using equation (7) we can rewrite the balance equa-
tion (6) as

1
∆t

[ni(t+∆t)− ni(t)] =∑
nn

(νjinjhi − νijnihj) +
∑
nn

(δJji − δJij). (8)

The last sum on the RHS of equation (8) plays the role of
the Langevin source of fluctuations JL

i (t). Its correlation
function was investigated in reference [11].
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The balance equation (8) describes the relaxation ki-
netics of adparticle occupation numbers. The character-
istic frequency of adparticle jumps is equal to 〈νijnihj〉
(the angular brackets 〈· · · 〉 denote averaging with statisti-
cal operator ρ) and the characteristic length is equal to the
lattice constant a. In general, the particle density fluctua-
tions are large (any occupation number changes from 0 to
1 and vice versa), and it is impossible to solve the nonlin-
ear balance equation or linearize it over small fluctuations
of the occupation numbers. However, in many cases the
detailed description of the relaxation is not required. If
one considers the decay of the adparticle surface coverage
fluctuations with characteristic length much larger than
the lattice constant a, the decay of the coverage inhomo-
geneities proceeds as result of a great number of jumps
of many adparticles and, therefore, the characteristic fre-
quency must be much less than the mean frequency of
adparticle jumps.

In the following we will consider states of the adparticle
system averaged over a large time interval τ . The time
interval τ must satisfy the inequality

〈νijnihj〉τ � 1. (9)

The averaging smears out all processes with characteris-
tic frequencies ω & τ−1. During the time interval τ many
adparticles visit any given site i. Thus, the fluctuations
of the occupation numbers and other physical quantities,
averaged over time τ , will be small because averages are
taken over a large number of particles. It means also, that
any site i comes into (quasi)equilibrium with its neighbors
during the time interval τ . Any physically small region
(its dimension must be about a) is described by a local-
equilibrium statistical operator ρ̃ which has the form of
the equilibrium operator ρ but contains the chemical po-
tential of adparticles µi gradually varying in space and
time. The averaged with the local-equilibrium operator
physical quantities will also vary gradually in space and
time. The relaxation of the quantities will describe by pro-
cesses with characteristic space scales l and characteristic
frequencies ω satisfying the following conditions

l� a and ω � τ−1.

In order to obtain an explicit form of the local-equilibrium
operator we develop the exponential term into a series of
small deviations of the chemical potential δµi = µi − µ
(|δµi/µ| � 1):

ρ̃ = Q̃−1 exp
[
β
(∑

i

µini −Ha

)]
≈ ρ+ δρ = ρ

[
1 + β

∑
i

δµi(ni − θ)
]
. (10)

Here θ ≡ 〈ni〉 is the mean surface coverage of adparticles.
The averaging of the balance equation with the local

equilibrium statistical operator gives the following equa-
tion describing the evolution of the ith occupation number
fluctuation,

∂

∂t
δni(t) =

∑
nn

[δ(νjinjhi)− δ(νijnihj)] + JL
i (t) (11)

with

δni = β
∑
j

δµj〈ni(nj − θ)〉,

δ(νijnihj) = β
∑
k

δµk〈νijnihj(nk − θ)〉. (12)

It is justified to substitute the first relation in equa-
tions (12) by the following approximate expression

δni ≈ βδµi
∑
j

(〈ninj〉 − θ2) ≡ ∂θ

∂µ
δµi, (13)

which is valid if the correlation length ξ of the correlation
function 〈ninj〉 − θ2 is small compared to the character-
istic length of surface coverage fluctuations l. In order to
obtain a closed equation for surface coverage fluctuations
one must express adparticle flux fluctuations δ(νijnihj)
as explicit functions of adparticle surface coverage fluctu-
ations δni. For this purpose one must know the mechanism
of an adparticle jump. Here we restrict the considerations
to nearest neighbor jumps. For example, an adparticle on
site 0 can jump to one of its nearest neighbor sites 1, 2, 3
or 4 if the destination is empty as shown in Figure 1. The
diffusing adparticle must surmount the potential barrier
between the initial site and the final site. In case of in-
teracting lattice gas the activation energies of jumps are
affected by the presence of adjacent adparticles. Usually
the interaction between an activated particle at the saddle
point (SP) of the potential barrier and its nearest neigh-
bors is neglected. Here we consider these interactions in
the activated state by assuming that the adparticle in the
saddle point interacts with its four nns, labeled 2, 4, 5
and 6 in Figure 1. The corresponding interaction energy
is given by ϕsp which, in the general case, is not equal
to ϕ. Then, for the jump frequency ν01 one can write the
following expression,

ν01 = ν exp{−β [ε+ ϕ(n2 + n3 + n4)
− ϕsp(n2 + n4 + n5 + n6)]}. (14)

Analogous expressions can be written easily for jump fre-
quencies between other sites νij . Inserting the expressions
into equation (11) and developing slowly varying fluctua-
tions of surface coverage into series up the first nonvanish-
ing terms, one obtains, after some algebra, the ordinary
diffusion equation with a diffusion coefficient determined
by the following expression

D = D0Psp exp(βµ)θ−1 ∂βµ

∂ ln θ
· (15)

Here D0 = νa2 exp(−βε) ≡ D(θ = 0) is the diffusion
coefficient of noninteracting adparticles (Langmuir gas),
∂βµ/∂ ln θ is the thermodynamical factor and Psp is the
correlation factor

Psp = 〈h0h1h2h4h5h6〉+ 4A〈h0h1n2h4h5h6〉
+ 2A2

(
〈h0h1n2n4h5h6〉+ 〈h0h1n2h4h5n6〉

+ 〈h0h1n2h4n5h6〉
)

+ 4A3〈h0h1n2n4n5h6〉
+A4〈h0h1n2n4n5n6〉. (16)
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Here we used the abbreviation A = exp(−βϕsp).
It should be noted that for ϕsp = 0, i.e. neglecting

the interactions of particles in the activated state, the
correlation factor reduces to a rather simple expression,
P00 ≡ 〈h0h1〉 (the correlation function of two nn holes).
Due to its simplicity, this approximation is used widely in
many papers concerned with surface diffusion.

Introducing the free energy of the system F as

F = kBTN
−1 lnQ, (17)

it is possible to calculate all quantities in equation (15)
via the following first and second derivatives of the free
energy:

θ =
∂F

∂µ
, (18)

P00 = 〈(1− ni)(1− n1)〉

= 1− 2θ + 〈nin1〉 = −1
2
∂F

∂ϕ
, (19)

∂µ

∂ ln θ
= θ

(
∂2F

∂µ2

)−1

· (20)

The correlation functions of higher orders can be calcu-
lated as the first derivatives of the free energy over some
fictious multiparticle interaction parameters, which cor-
respond to the respective adparticle configurations. These
first derivatives are smooth functions of chemical potential
and surface coverage and do not exhibit singular behavior
at the critical points. Therefore, simple approximations
can be used to estimate the correlation functions. For in-
stance, one can approximate 6-sites correlation functions
as a product of three nearest neighbor pair sites correla-
tion functions,

〈h0h1h2h6h4h5〉 ≈ 〈h0h1〉〈h2h6〉〈h4h5〉 = P 3
00

〈h0h1n2h6h4h5〉 ≈ 〈h0h1〉2〈n0h1〉 = (1− θ − P00)P 2
00

〈h0h1n2n6h4h5〉 ≈ 〈h0h1〉2〈n0n1〉 = (2θ − 1 + P00)P 2
00

〈h0h1n2h6n4h5〉 ≈ 〈h0h1〉〈n0h1〉2 = (1− θ − P00)2P00

〈h0h1n2n6n4h5〉 ≈ 〈h0h1〉〈n0n1〉〈n1h1〉 = (1− θ − P00)
× (2θ − 1 + P00)P00

〈h0h1n2n6n4n5〉 ≈ 〈h0h1〉〈n0n1〉2 = (2θ − 1 + P00)2P00.
(21)

Using these approximations, one can reduce equa-
tion (16) to

Psp = P00

[
P00 + 2A(1− θ − P00) +A2(2θ − 1 + P00)

]2
.

(22)

The only quantity one must know is the free energy F
for the system of adparticles. However, it is important to
recall that this is a reasonable assumption only in the hy-
drodynamic limit (i.e. for adparticle surface coverage in-
homogeneities varying slowly in space and time and only if
the adparticle jump frequency is determined by Eq. (14)).

3 Real-space renormalization group
transformations on square lattice

For the determination of the free energy of the system
F approximate methods are required. Even for the sim-
plest model with nn interactions, the problem remains too
complex to be solved exactly. The well-known Onsager so-
lution [12] for 2D Ising spin model was obtained in zero
magnetic field, which is equivalent to half monolayer sur-
face coverage (θ = 0.5).

In this section we will briefly outline the RSRG method
used for this purpose. It is well-known that the lattice gas
model is equivalent to the Ising spin model in an external
magnetic field. Empty sites are equivalent to s = −1, and
occupied sites to s = 1. Using the obvious relation between
site spins and occupation numbers

ni = (1 + si)/2, (23)

one can obtain easily the equivalent reduced Hamiltonian
of the Ising model in the following form

−βH(s) = h
N∑
i

si + k
∑
〈nn〉

sisj +Nc. (24)

Here h = β(µ+ε−2ϕ)/2, k = −βϕ/4, c = β(µ+ε−ϕ)/2.
As the chemical potential of adparticles is equivalent

to the external magnetic field, there is a one to one corre-
spondence between thermodynamic properties of the lat-
tice gas and magnetic properties of the Ising spin system.
Although the lattice gas model (Eq. (4)) and Ising spin
model (Eq. (24)) are fully equivalent, we prefer to use the
spin representation in the following because of its symme-
try with respect to the magnetic field. However, we will
refer to lattice gas terms where this seems to be more
transparent.

Strong lateral interactions cause phase transitions. In
the present work we consider ferromagnetic (F) and an-
tiferromagnetic (AF) interactions between the spins (in
lattice gas terminology these interactions represent attrac-
tion or repulsion between adjacent adparticles). The exact
critical value of the interaction parameter k∗ is equal to
0.5 ln(1 +

√
2) ≈ 0.440 686 79 [13].

In the RSRG method developed by Niemeyer and van
Leeuwen [14] and Nauenberg and Nienhuis [15,16], the
whole lattice is divided into blocks (or cells) of L sites [17].
A block spin Sα is assigned to each block. All blocks to-
gether must form a square lattice with the lattice constant√
La. The RSRG transformation of the spin system allows

the reduction of the number of independent variables, i.e.
the transition from the set of N site spins {si} to N/L
block spins {Sα}. The transformation can be described by

exp[H(S) + g] =
∑
{s}

P (S, s) exp[H(s)], (25)

where H(S) is the renormalized Hamiltonian of the block
spin system, g is the self-energy per spin of the block,
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which plays an important role in the RSRG method.
P (S, s) is the weighting factor given by

P (S, s) ≥ 0 and
∑
{S}

P (S, s) = 1. (26)

We note that two values of the block spin Sα = ±1 cor-
responds to 2L site spin configurations (since L spins are
combined to form a block). Using the weighting factor one
can distribute the configurations into the domains, corre-
sponding to definite values of the block spin. For blocks
with odd number of spins Sα is usually determined by the
so-called “majority rule” (MR) [18]

Sα = sgn

(
L∑
i=1

si

)
(27)

with

sgn(x) =

{
+1, if x > 0,
−1, if x < 0.

(28)

For this case the weighting factor can be written as

P ({Sα}, {si}) =
∏
α

1
2

[
1 + Sα sgn

(
L∑
i=1

si

)]
. (29)

The weighting factor assigns weights 1 or 0 to the site spin
configurations depending on the sign of the sum of all site
spins entering the block. Of course, the choice of equa-
tion (29) for the weighting factor is not unique. For even
L a rule must be introduced in order to assign a definite
value of the block spin to any given configuration with
the sum of site spins equal to zero. In any case an obvious
condition must be fulfilled: if the site spin configuration
{s1, s2 . . . sL} is assigned to a block spin Sα with weight-
ing factor P , then the configuration {−s1,−s2 . . .− sL} is
assigned to the −Sα domain with the same P .

The main idea of the RSRG transformation is that the
result of the summation would have the same form as the
original Hamiltonian (Eq. (24)) plus insignificant terms,
which weakly affect the critical behavior of the system. In
order to carry out the summation in equation (25) some
approximations must be used. In the framework of the
RSRG approach, one usually employs periodic boundary
conditions. It is assumed that the whole lattice is given by
the periodic continuation of a small cluster of blocks. In
the present work we consider the smallest possible clus-
ter of two blocks. Due to the simplicity of this cluster, no
additional interactions appear in the renormalized Hamil-
tonian. It is the same Hamiltonian of the square Ising spin
system with, however, renormalized values for the external
magnetic field h1 and for the nn pair interaction param-
eter k1. The relations between renormalized and original
values of the interaction parameters of equation (24) are
given by

h1(S1 + S2) + 4k1S1S2 + g =

ln

∑
{s}

P (S, s) exp[H(s)]

 = Ψ(S1, S2). (30)

Here the summation is carried out over all possible config-
urations {si} for fixed values of the block spins S1,2. The
solution of the equation is the system of renormalization
equations

h1 = (Ψ++ − Ψ−−)/4
k1 = (Ψ++ + Ψ−− − 2Ψ+−)/16
g = (Ψ++ + Ψ−− + 2Ψ+−)/2L. (31)

Here Ψ±± ≡ Ψ(S1, S2) represents the RHS of equa-
tion (30) with definite values of the block spins S1 and
S2. The functions Ψ±± have the following properties due
to the symmetry of the Hamiltonian (Eq. (24)),

Ψ+−(h, k) = Ψ−+(h, k),
Ψ−−(h, k) = Ψ++(−h, k).

The most important property of any RSRG transforma-
tion is the existence of fixed points of the system equa-
tions (31), where the transformation is analytic. The fixed
points are determined by the conditions h1 = h and
k1 = k. The nontrivial (i.e., not h = k = 0) unstable fixed
points of the system correspond to the critical points of
the Hamiltonian (Eq. (24)). From the symmetry of the
first equation of equation (31) it is obvious that all fixed
points are located on the k-axis (hc = 0). In order to de-
termine the stability of the fixed point (hc, kc), one must
investigate the properties of the transformation at this
point. In the vicinity of any fixed point one can linearize
the RSRG transformation

h1 − hc = Thh(h− hc) + Thk(k − kc),
k1 − kc = Tkh(h− hc) + Tkk(k − kc). (32)

The matrix

T̂ =


∂h1

∂h

∂h1

∂k
∂k1

∂h

∂k1

∂k


describes the linear response of the renormalized param-
eters of the Hamiltonian (Eq. (24)), h1 and k1, on varia-
tions of the original values h and k around the fixed points.
This matrix has two eigenvalues: λh and λk. The condi-
tion for critical behavior is the existence of eigenvalues
λh,k > 1 (unstable fixed points). The eigenvalues are re-
lated to the critical exponents of the 2D Ising model α
(describes power behavior of the specific heat) and δ (de-
scribes response to an external magnetic field at critical
temperature Tc) via [19]:

α = 2− lnL
lnλk

, (33)

and

δ =
lnλh

lnL− lnλh
· (34)

It is well-known that for the 2D Ising spin model the exact
values of these critical indices are α = 0 and δ = 15.
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Table 1. Critical values of interaction parameters and critical indices α and δ for attractive (F) and repulsive (AF) pair
interactions. The first column shows the number of the block in Figure 1.

# cluster kc (F) ε (%) α (F) δ (F) |kc| (AF) ε (%) α (AF) δ (AF)

4 4× 2 0.5287 20 −0.75 33.7 a

5 5× 2 0.4822 9.4 −0.60 21.4 0.4822 9.4 −0.65 0.21

8 8× 2 0.4588 4.1 −0.56 16.8 a

9 9× 2 0.4533 2.9 −0.41 16.6 a

12 12× 2 0.5088 15.5 −0.64 32.8 a

13 13× 2 0.4533 2.85 −0.41 16.8 0.4694 6.5 −0.48 0.30

13a 13× 2 0.4476 1.56 −0.43 15.4 0.5860 33 −1.36 0.23

16 16× 2 0.4485 1.78 −0.34 16.1 a

17 17× 2 0.44011 0.13 −0.38 14.4 0.44414 0.8 −0.38 0.33

17 17× 2∗ 0.44414 0.8 −0.38 14.3 0.44011 0.13 −0.38 −0.3

17a 17× 2 0.44540 1.0 −0.35 15.3 a

∗ Critical data are obtained with AF MR. aAF critical point is absent.

Therefore, the exact RSRG transformation should have
two nontrivial fixed points (0,±k∗) with λ∗k =

√
L and

λ∗h = L15/16. Comparing the computed values of kc, λh
and λk with the exact ones, gives a valuable measure for
the precision of the RSRG transformation.

As was shown by Nauenberg and Nienhuis [15], the
free energy of the system for any values of magnetic field
and interaction parameter F (h, k) can be evaluated in the
series of sequential RSRG transformations of the original
Hamiltonian (Eq. (24))

F (h, k) = kBT
n∑

m=0

L−mg(hm, km) + F (hn, kn)L−n.

(35)

Here hm and km are the parameters of the mth RSRG
transformation, h0 = h, k0 = k.

In the limit n→∞ the last term in the RHS of equa-
tion (35) tends to zero. It should be noted, that for large
L infinite-series solution converges very fast for all values
of parameters h and k.

We have investigated 11 RSRG transformations with
10 different blocks, shown in Figure 1. We have considered
finite lattices consisting of a cluster with periodic bound-
ary conditions and every cluster consists of 2L different
site spins or 2 block spins. The transformations are de-
noted as L× 2.

All RSRG transformations have some general prop-
erties. Usually, RSRG transformations with odd L have
two fixed points; one in the ferromagnetic (F) region
(kc > 0) and another one in the antiferromagnetic (AF)
one (kc < 0). For even L all RSRG transformations have
only one fixed point in the F region. In general, the critical
values of the interaction parameter kc approach the exact
value k∗ if the number of spins in the block is increased.
However, the accuracy of a transformation depends con-
siderably not only on the block size L, but also on the
symmetry of the block. It seems that the symmetry plays
decisive role. The most symmetrical blocks have the best

properties. This is clearly seen if one compares results ob-
tained for RSRG transformations with the same L but
with different symmetry of the blocks, L = 13 and 17 (see
Tab. 1). Less symmetrical blocks give worse results.

The most accurate results are obtained for RSRG
transformation with two symmetrical blocks of 17 spins
each (cluster 17 × 2) with relative errors in determin-
ing the critical value of pair interaction parameter ε ≡
(|kc − k∗|/k∗)100% ' 0.13%.

In the present work we have used also antiferromag-
netic majority rule (AFMR), which can be written in the
form of equation (27), but spins from different sublat-
tices appear in the sum with different signs. The ordi-
nary MR selects configurations depending on their ferro-
magnetic ordering (total magnetic moment of the block),
but the AFMR prefers AF ordered configurations (dif-
ference of the magnetic moments of sublattices). The re-
sults are rather simple. Using AFMR we have obtained the
same absolute values of the critical points but they change
their signs. F critical point became AF critical point and
vice versa.

In Table 1 the critical values are compiled for the dif-
ferent clusters studied in the present work. The critical
values for the 17 × 2∗ RSRG transformation have been
obtained using the AFMR.

4 The Monte Carlo simulation of surface
diffusion

The Monte Carlo technique is one of the most universal
methods which is used widely to study complex phenom-
ena especially when analytical approaches are not avail-
able or work badly. For a detailed description of the appli-
cation of the MC approach to the investigation of surface
diffusion the interested reader is reffered to reference [20].
In our MC algorithm, the system with the Hamiltonian
given by equation (24) is realized by a 2D array of N ×N
sites with periodic boundary conditions. The saddle point
energies (describing the wells which need to be overcome
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by adparticles) are uniformly given by a common value, ε,
throughout the whole lattice. It is assumed that the sad-
dle point energies are not affected by adparticle-adparticle
interactions.

Initial lattice gas configuration are generated by throw-
ing θN2 particles at random on the surface. The jump al-
gorithm can be summarized as follows: first, an initial site
i of the whole lattice is picked at random, if filled, an ad-
jacent final site j is randomly selected. If this destination
is vacant, a jump can occur with a probability given by
Pij ∝ exp(−Eij/kBT ). Eij denotes the activation energy
for this jump and can be calculated as the energy differ-
ence between saddle point and the energy of the initial
site εi, the latter being influenced by nearest neighbor in-
teractions as already mentioned, Eij = ε−ϕ

∑
nn nj . One

MC step (MCS) corresponds to N2 interrogations of lat-
tice sites in random order. A large number of initial MCS’s
were performed before any quantity is calculated in order
to establish a desired temperature T and to reach thermo-
dynamic equilibrium. As in reference [21], the approach to
equilibrium is monitored by following the total energy and
is assumed to occur when this quantity fluctuates about
an average value. The time (in units of MCS’s) needed for
equilibration depends on the lattice size, temperature and
coverage. Typically, 2 × 104 MCS are required to estab-
lish equilibrium in lattices containing up to 64× 64 sites.
In order to obtain accurate values of the different quan-
tities, runs of up to 8× 104 for up to 256 different initial
configurations were performed.

The chemical diffusion coefficient D has been deter-
mined via the fluctuation method, which measures the
particle number autocorrelation function fn(t)/fn(0) for
a small probe region embedded in the whole lattice. The
autocorrelation function can be written as

fn(t)/fn(0) =
〈δNp(t)δNp(0)〉〈

δN2
p

〉 · (36)

Here, Np is the number of adparticles in the probe area.
Details of this methods are presented in references [22,23].
The ratio fn(t)/fn(0) is then compared with the theoret-
ical curve, yielding value of the diffusion coefficient [24].
Thus, this method is a computer simulation of the field
emission fluctuation method used experimentally to de-
termine chemical diffusion coefficient.

The thermodynamic factor is obtained in either one of
its two equivalent forms(

∂βµ

∂ ln θ

)
=

[
〈(δN)2〉
〈N〉

]−1

(37)

either via the differentiation of adsorption isotherms or via
the normalized mean square fluctuations equation (37).

5 Results and discussion

For calculations we have used the most accurate 17 × 2
RSRG transformation with MR for attractive pair inter-
action and AFMR for repulsive lateral interaction.

Fig. 2. Phase diagram for (a) antiferromagnetic Ising spin
system on a square lattice and (b) lattice gas with lateral re-
pulsion between adparticles on a square lattice. The solid lines
are obtained with the antiferromagnetic majority rule (AFMR)
and the dashed curves represent the ordinary majority rule
(MR). The squares are calculated according to Bienenstock
and Levis [26] and the circles represent the data obtained by
reference [27].

We have calculated the phase diagram for the two-
dimensional spin antiferromagnet (and the corresponding
lattice gas with repulsive nearest neighbor interactions)
using the ordinary MR and AFMR. The positive h part
of the critical line is shown in Figure 2a. The critical tem-
perature can be represented by the following simple ex-
pressions [25]

Tc(h) =

{
Tc(0)[1− (h/hc)2], for MR

Tc(0)[1− (h/hc)2.31]0.8, for AFMR.
(38)

Here hc = 4|k| is the critical magnetic field at zero tem-
perature, Tc(0) = 0.56818ϕ/kB.

The critical values of the external magnetic field are
determined by the coordination number of lattice z: hc =
±zk (for square lattice z = 4). All RSRG transformations
yield the exact values for hc.

Bienenstock and Levis presented a slightly different
functional dependence for the critical temperature,

Tc(h) = Tc(0)[1− (h/hc)2]0.87. (39)

This expression was obtained using high-temperature ex-
pansions of the free energy [26]. The corresponding crit-
ical line is also shown in Figure 2a and is located just
between the critical lines given by our MR/AFMR ex-
pressions (Eq. (38)). It should be noted that the critical
line obtained by the AFMR is in very good agreement
with the simple expression supposed by Müller-Hartmann
and Zittartz [27],

cosh(hc) = sinh2(2kc), (40)
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Fig. 3. Adsorption isotherms (surface coverage θ versus the
normalized chemical potential µ/kBT for several values of the
reciprocal temperature expressed in units of |ϕ|/kBT and for
(a) repulsive and (b) attractive interactions between adatoms.
Solid lines are obtained by the RSRG method, symbols denote
MC data.

which is also shown in Figure 2a. The deviations between
the critical lines obtained by the MR and AFMR RSRG
approaches are relatively small in the h–T representation
of the phase diagram, but much stronger deviations arise
when we consider the phase boundary between ordered
and disordered lattice-gas phases in the θ–T representa-
tion (see Fig. 2b). The ordinary MR approach yields a
very narrow region near half coverage for the existence
of the ordered phase, 0.437 . θ . 0.563 (dotted curve
in Fig. 2b). The AFMR approach gives a significantly
wider stability range of this phase, 0.363 . θ . 0.637
(full curve in Fig. 2b). This range coincides rather well
with the results obtained by Runnels and Combs [28],
0.371 . θ . 0.629.

Adsorption isotherms θ(µ) for repulsive and attractive
interactions between adparticles are shown in Figures 3a
and 3b, respectively. The RSRG results are shown as solid
lines. The coincidence between RSRG and MC data (sym-
bols in Fig. 3) is obviously very good for all temperatures
and for all surface coverages studied. At high temperatures
the dependences are close to the Langmuir case (ϕ = 0)

θ(µ) = exp(µ+ ε) [1 + exp(µ+ ε)]−1
. (41)

As the temperature decreases the behavior of the curves
becomes quite different. For antiferromagnetic/repulsive
interactions a peculiarity appears at half coverage which
turns into a broad almost horizontal plateau at tempera-
tures well below Tc. The plateau represents the formation
of the ordered c(2×2) phase, shown in Figure 1. For ferro-
magnetic/attractive interactions the adsorption isotherms

Fig. 4. Surface coverage dependence of the pair correlation
function P00 for (a) repulsive and (b) attractive interactions
between adatoms. The curves are labeled according to their
temperatures expressed in units of |ϕ|/kBT . Solid lines are ob-
tained by the RSRG approach, symbols denote MC data. The
dashed lines represent the mean-field result P00 = (1− θ)2.

exhibit jumps of the surface coverage θ (or magnetization
m = 〈si〉), which corresponds to the first order phase tran-
sition between two lattice gas phases with different surface
coverages.

We have also investigated the coverage dependence of
the correlation function P00, which is needed to calculate
the chemical diffusion coefficient D. For repulsive and at-
tractive interactions as well, P00 is a smooth function of
the surface coverage (see Figs. 4a and 4b, respectively).
At high temperatures P00 is close to the mean-field result
P00 = (1−θ)2. For repulsive interaction and low tempera-
tures P00 decreases almost linearly to very small values at
half coverage, i.e. P00 ≈ 1− 2θ for 0 < θ < 1/2 (Fig. 4a).
This result is clearly due to the fact that at these coverages
adparticles are able to avoid each other and, therefore, ev-
ery particle adsorbing on the surface destroys 4 two-hole
configurations. Thus, the probability to find such con-
figurations can be expressed as 1−4× (number of parti-
cles)/(number of bonds) = 1− 2θ. In contrast, attractive
interactions increases the probability of finding pairs of
nn adparticles and, therefore, the number of nn holes in-
creases also. Again, the coincidence between RSRG (lines)
and MC data (symbols) is rather good throughout the
whole range of temperatures and coverages.

The quantity which is the most sensitive to the phase
transition is the isothermal susceptibility χT . This quan-
tity is defined as the mean square fluctuations of the mag-
netization of the spin system, which corresponds to the
mean square surface coverage fluctuations in lattice gas
systems

χT =
1

kBT

(
∂2F

∂h2

)
T

= 〈sisj〉 −m2 ≡ 4〈ninj〉 − θ2 (42)
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Fig. 5. Coverage dependence of the isothermal susceptibility
in case of (a) repulsive and (b) attractive interactions between
adatoms. The curves are labeled according to their tempera-
tures expressed in units of |ϕ|/kBT . Solid lines are obtained by
the RSRG approach, symbols denote MC data.

The coverage dependence of this quantity is shown in Fig-
ures 5a and 5b for the cases of repulsive and attractive
energy interactions between adsorbed particles, respec-
tively. At high temperatures (Langmuir case) the mean
square surface coverage fluctuations are equal to θ(1− θ).
In case of repulsive interactions (Fig. 5a) there are deep
and narrow minima at half coverage and low tempera-
tures. These conditions correspond to an almost perfectly
ordered c(2 × 2) structure. Under these conditions any
coverage disturbance (i.e., the displacement of an adpar-
ticle from its “right” position in the filled sublattice to
any site of the empty sublattice) increases considerably
the energy of the system and is thermodynamically unfa-
vorably. Thus mean square coverage fluctuations are sup-
pressed. For coverages θ 6= 0.5, there are fluctuations of
nonstoichiometric nature that do not require additional
energy for their existence. These fluctuations cannot by
removed from the system by adparticle jumps. Therefore,
χT increases when θ deviates from half coverage. It is also
interesting to note that at low temperatures the fluctua-
tions have tiny maxima on the critical line Tc(θ) (see the
arrows in Fig. 5a). The behavior is nonanalytical in these
points. It should be noted that the most pronounced devi-
ations between RSRG and MC data arise in the vicinities
of these points.

For attractive interactions the mean square surface
coverage fluctuations are strongly divergent in the criti-
cal point. The critical behaviour is well described by a
power law, obtained by the RSRG approach as

χT ∝ (T − Tc)γ (43)

Fig. 6. Coverage dependence of the chemical diffusion coef-
ficient in case of (a) repulsive and (b) attractive interactions
between adatoms. The curves are labeled according to their
temperatures expressed in units of |ϕ|/kBT . Solid lines are ob-
tained by the RSRG approach, symbols denote MC data.

with

γ = (2− α)
δ − 1
δ + 1

≈ 2.06. (44)

The exact value of the critical index for the Ising spin
model is well-known as γ = 7/4.

Isothermal coverage dependences of the chemical dif-
fusion coefficient are shown in Figures 6a and 6b for repul-
sive and attractive energy interactions between adsorbed
particles, respectively. We consider first the case ϕsp = 0.
In the limits of θ→ 0, 1, a jumping adparticle has none or
three nearest neighbors, respectively. Therefore, the lim-
iting values of the diffusion coefficient are equal to

lim
θ→0

D = D0,

lim
θ→1

D = D0 exp (−3βϕ) . (45)

We will first discuss the case of repulsive nearest neighbor
interactions (Fig. 6a). For small surface coverages θ� 0.5,
i.e. in the disordered lattice gas phase, lnD changes al-
most linearly with θ. This behavior reflects the increase
of the mean number of nearest neighbors for any jumping
adatom. It is interesting to note that qualitatively similar
behavior can be seen at large coverages slightly below full
coverage, where lnD decreases almost linearly with θ. In
this case the relaxation of coverage fluctuations proceeds
via the diffusion of holes, whose concentration is given by
θh = 1− θ. Therefore, the linear decrease of lnD with θ is
comprehensible. It is probably important to note, that due
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to the particle-hole symmetry of the lattice gas Hamilto-
nian, the repulsive interaction energy for holes is also given
by ϕ. In the vicinity of half coverage the c(2 × 2) lattice
gas phase is stable. There are two peculiarities of the dif-
fusion coefficient associated with this ordered phase, (i)
a strong and sharp maximum at θ = 0.5, i.e. when the
ordering is best, and (ii) two tiny minima at the critical
lines corresponding to the second order phase transition
between dilute lattice gas↔ c(2× 2)phase↔dense lattice
fluid. Upon approaching the critical lines, the density fluc-
tuations grow and cause the reduction of the diffusion
coefficient. The minima of the diffusion coefficient corre-
sponds to maxima of the mean square surface coverage
fluctuations, see Figure 5a.

Attractive interaction between nns reduces mobility
of adparticles. The chemical diffusion coefficient decreases
relative to the Langmuir case: D(θ) < D0 for all surface
coverages and lnD exhibits a broad minimum at cover-
ages around θ ≈ 0.5 (Fig. 6b). The RSRG results predict
dramatic changes of the diffusion coefficient, if the tem-
perature approaches Tc (where the attractive interaction
causes the first order phase transition). The chemical dif-
fusion coefficient tends to zero at the critical points. We
conclude that the critical slowdown of the chemical diffu-
sion coefficient in essence is described by the critical be-
havior of the isothermal susceptibility χT (Eq. (43)). This
conclusion is based on the fact, that all other quantities
entering equation (15) vary slowly in the critical region [6].

In the following paragraphs we will discuss the influ-
ence of saddle point interactions on the chemical diffusion
coefficient. In Figure 7 we show the isotherms of the cover-
age dependence of this quantity for repulsive (Fig. 7a) and
attractive (Fig. 7b) nn interaction ϕ. The various curves
are labelled according to the corresponding ratio ϕsp/ϕ.
In all cases we assume that the attractive/repulsive char-
acter of the interactions in the ground state and activated
state is maintained. Figure 7a clearly indicates that repul-
sive interactions in the activated state generally reduce the
chemical diffusion coefficient (relative to the case ϕsp = 0).
In order to explain this finding we recall that repulsive in-
teractions in the activated state raise the effective barrier
height of the corresponding jump event. Thus the jump
probabilities are reduced and the diffusion is slowed down.
The effect of attractive saddle point interactions (Fig. 7b)
is just the opposite. Lowering the effective barrier height
for nearest neighbor jumps result in an overall increase
of the chemical diffusion coefficient. If we consider that a
jumping adatom may have up to three nearest neighbors
in the ground state and up to four nearest neighbors in
the saddle point, we can approximate the limiting value
of the chemical diffusion coefficient for θ→ 1 as

lim
θ→1

D = D0 exp [β(4ϕsp − 3ϕ)] . (46)

Figures 7a and 7b indicate that the changes induced by
saddle point interactions are relatively small (i.e. the gen-
eral shape of the curves are maintained) if the saddle point
interactions are a small fraction of the interaction energy,
ϕsp/ϕ < 1. However, if both quantities become compa-
rable or if ϕsp numerically exceeds ϕ, then the situation
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Fig. 7. Coverage dependence of the chemical diffusion coef-
ficient in case of (a) repulsive and (b) attractive interactions
between adatoms for a temperature given by |ϕ|/kBT = 2.75
and |ϕ|/kBT = 1.37, respectively. The curves are labeled ac-
cording to the ratio |ϕsp|/|ϕ|. All lines are obtained by the
RSRG approach.

may arise that repulsive interactions reduce and attrac-
tive interactions enhance chemical diffusion relative to the
Langmuir case. However, even then the peculiarities of the
chemical diffusion coefficient related to the formation of
the c(2×2) lattice gas phase (Fig. 7a), i.e. the maximum of
D at θ = 0.5 and the two minima at the critical coverages
θc), are clearly visible (albeit less pronounced).

6 Summary

We have investigated 11 RSRG transformations on the
square lattice with 10 blocks of different symmetries with
sizes varying from 4 to 17 sites per block. It has been
shown that the precision of the method depends strongly
not only on the number of sites in the block but also on
its symmetry. In general, the accuracy of the method in-
creases with the number of sites in the block. The most
accurate results have been obtained for the biggest cluster
17×2. The minimal relative error in determining the criti-
cal value of the interaction parameter is equal to 0.13%. It
has been shown that using of the antiferromagnetic major-
ity rule gives significantly better results for the repulsive
interactions between adparticles as compared to the ordi-
nary majority rule.

One should expect, of course, that errors must tend to
zero when block size L goes to infinity. But even rather
small clusters 9 × 2, 13 × 2 have very good characteris-
tics and can be used successfully for investigations of the
thermodynamic properties of the Ising spin and lattice gas
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systems. And 17×2 RSRG transformations has extremely
good accuracy comparable with accuracy of the best MC
simulations.

It should be noted that different critical parameters of
RSRG transformations converge to its exact values with
different speeds when block size L is increased. For ex-
ample, the critical magnetic field hc at zero temperature
has its exact value for all RSRG transformations indepen-
dently on the block size, the critical values of the interac-
tion parameter kc for F and AF interactions have rather
good tendencies of convergence to their exact values. It is
seen from the Table 1 that the critical indices α and δ have
different behaviors when L is increased from 4 to 17. The
values of critical indices are determined by the eigenval-
ues λh,k of the linear response matrix T̂ for a given RSRG
transformation. Critical index α (determined entirely by
λk) tends slowly to α∗ = 0, but another critical index δ
(determined by λh) converges rapidly to its exact value
δ∗ = 15.

Also, necessary to note that the values of the criti-
cal index δ differ considerably for the F and AF interac-
tions. It follows from the properties of the RSRG trans-
formations that the isothermal susceptibility of the Ising
antiferromagnet has not power divergence at the critical
point. It is connected with the quite different behavior of
the Ising spin systems with F and AF pair interactions
in the external magnetic field. The ferromagnetic suscep-
tibility has strong power divergence. For a ferromagnet
Ising system all correlations add to give a large critical
index γ = 7/4. The RSRG approach gives γ = 2.06. This
value corresponds to qualitatively right power law critical
dependence of the isothermal susceptibility. For an an-
tiferromagnet the correlations cancel each other and the
residual divergence is much weaker. The temperature se-
ries gives logarithmic divergence of the antiferromagnetic
susceptibility at the critical point similar to the critical be-
havior of the super-exchange model, derived by Fisher [29]
(see also review article Ref. [30]). The logarithmic diver-
gence of the isothermal susceptibility at the AF critical
point corresponds to γAF = 0 or δAF = 1. The values of
δAF in the last column of the Table 1 are substantially de-
viated from this value. The negative values of the critical
index −1 < γ < 0 give only more or less pronounced sharp
peak at the critical point (the dependence is nonanalyti-
cal) of the isothermal susceptibility. In general, the L× 2
RSRG transformations fail to reproduce the weak loga-
rithmic singularities of the specific heat and isothermal
susceptibility (at AF critical point). Of course, the above
mentioned behavior is rather specific one and it is a hard
task for any method to obtain logarithmic singularity.

Using the RSRG method we explored the phase dia-
gram of a square antiferromagnet in an external magnetic
field and the corresponding phase diagram of a lattice gas
on a square lattice with repulsive nearest neighbor interac-
tions. The critical temperature, the critical magnetic field
and the critical surface coverage at T = 0 coincide rather
well with the known values for these parameters. We cal-
culated adsorption isotherms for different temperatures,
the coverage dependences of the pair correlation function

for nearest neighboring adparticles, the isothermal suscep-
tibility and the chemical diffusion coefficient for different
temperatures with and without considering interactions
in the activated state of a nearest neighbor jump. These
quantities have been compared to corresponding Monte
Carlo data. The agreement between these results obtained
by quite different methods is surprisingly good. Therefore,
we can conclude that the RSRG method appears to be a
rather reliable method which can be used to characterize
the thermodynamic and kinetic properties of interacting
adsorbates systems.
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